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Abstract—Hyperspectral images provide much more information than conventional imaging techniques, allowing a precise identification of the materials in the observed scene, but because of the limited spatial resolution, the observations are usually mixtures of the contributions of several materials. The spectral unmixing problem aims at recovering the spectra of the pure materials of the scene (endmembers), along with their proportions (abundances) in each pixel. In order to deal with the intra-class variability of the materials and the induced spectral variability of the endmembers, several spectra per material, constituting endmember bundles, can be considered. However, the usual abundance estimation techniques do not take advantage of the particular structure of these bundles, organized into groups of spectra. In this paper, we propose to use group sparsity by introducing mixed norms in the abundance estimation optimization problem. In particular, we propose a new penalty which simultaneously enforces group and within group sparsity, constituting endmember bundles, can be considered. However, the usual abundance estimation techniques do not take advantage of the particular structure of these bundles, organized into groups of spectra. In this paper, we propose to use group sparsity by introducing mixed norms in the abundance estimation optimization problem. In particular, we propose a new penalty which simultaneously enforces group and within group sparsity, which is not the case with traditional sparse regression. We show on simulated and real datasets that well chosen penalties can significantly improve the unmixing performance compared to classical sparse regression techniques or to the naive bundle approach.

Index Terms—Hyperspectral imaging, remote sensing, spectral unmixing, endmember variability, group sparsity, convex optimization

I. INTRODUCTION

HYPERSPECTRAL imaging, also known as imaging spectroscopy, is a technique which allows to acquire information in each pixel under the form of a spectrum of reflectance or radiance values for many—typically hundreds of—narrow and contiguous wavelengths of the electromagnetic spectrum, usually (but not exclusively) in the visible and infrared domains [1]. The fine spectral resolution of these images allow an accurate identification of the materials present in the scene, since two materials usually have distinct spectral profiles. However, this identification is made harder by the relatively low spatial resolution (significantly lower than panchromatic, color or even multispectral images). Therefore, many pixels are acquired with several materials in the field of view of the sensor, and the resulting observed signature is a mixture of the contributions of these materials. Spectral Unmixing (SU) is then a source separation problem whose goal is to recover the signatures of the pure materials of the scene (called endmembers), and to estimate their relative proportions (called fractional abundances) in each pixel of the image [2].

Usually, since the abundances are meant to be interpreted as proportions, they are required to be positive and to sum to one in each pixel. Another classical assumption made for SU is that the mixture of the contributions of the materials is linear, leading to the standard Linear Mixing Model (LMM) [3], [4]. Let us denote a hyperspectral image by $X \in \mathbb{R}^{L \times N}$, gathering the pixels $x_k \in \mathbb{R}^L$ ($k = 1, \ldots, N$) in its columns, where $L$ is the number of spectral bands, and $N$ is the number of pixels in the image. The signatures $s_p$, $p = 1, \ldots, P$ of the $P$ endmembers considered for the unmixing are gathered in the columns of a matrix $S \in \mathbb{R}^{L \times P}$. The abundance coefficients $a_{pk}$ for each pixel $k = 1, \ldots, N$ and material $p = 1, \ldots, P$ are stored in the matrix $A \in \mathbb{R}^{P \times N}$. With these notations, the LMM writes:

$$x_k = \sum_{p=1}^{P} a_{pk} s_p + e_k,$$

where $e_k$ is an additive noise (usually assumed to be Gaussian distributed). Eq. (1) can be rewritten in a matrix form for the whole image:

$$X = SA + E,$$

where $E \in \mathbb{R}^{L \times N}$ comprises all the noise values. We keep in mind the constraints on the abundances: Abundance Nonnegativity Constraint (ANC) $a_{pk} \geq 0 \forall (p, k)$ and the Abundance Sum-to-one Constraint (ASC) $\sum_{p=1}^{P} a_{pk} = 1 \forall k$. This model is considered physically realistic when each ray of light reaching the sensor has interacted with no more than one material on the ground (the so-called checkerboard configuration) [3]. A nice property of the LMM is that, combined with the constraints on the abundances, it provides a strong geometrical structure to the problem: indeed the ANC and ASC force the abundances to lie in the unit simplex...
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with \( P \) vertices, which we denote by \( \Delta_P \). Since the data are obtained via a linear transformation of the abundances, they are also constrained to lie in a simplex, whose vertices are the endmembers. The actual signal subspace is then a \( P - 1 \)-dimensional subspace, embedded in the ambient space.

The typical blind SU chain comprises three steps:

- Estimating the number of endmembers to consider. This is a very hard and ill-posed problem in itself (because there is no such thing as an optimal number of endmembers in real data, among other reasons) and many algorithms have been considered in the community to try to obtain a good estimate [5].

- Extracting the spectra corresponding to the endmembers, a procedure referred to as endmember extraction. Then again, many Endmember Extraction Algorithms (EEAs) exist in the literature to tackle this problem, with various assumptions, the main one being the presence in the data of pure pixels, i.e., pixels in which only one material of interest is present [6]. These algorithms try to exploit the geometry of the problem by looking for extreme pixels in the data, which are the endmembers if the LMM holds. A popular EEA using the pure pixel assumption is the Vertex Component Analysis (VCA) [7].

- Finally, estimating the abundances using the data and the extracted endmembers. This step is usually carried out by solving a constrained optimization problem:

\[
\arg \min_{\mathbf{A} \succeq 0, \mathbf{1}_N^T \mathbf{A} = \mathbf{1}_N^T} \| \mathbf{X} - \mathbf{S} \mathbf{A} \|_F^2,
\]

where \( \mathbf{1}_N \) denotes a vector of ones whose size is given in index, and \( \| \cdot \|_F \) is the Frobenius norm. Solving this problem is often referred to as Fully Constrained Least Squares Unmixing (FCLSU) [8].

This unmixing chain is now standard and has been used with success over the last two decades. However, the main two limitations of this approach have been identified as nonlinear effects, and endmember variability. Nonlinear interactions may occur if light reaching the sensor has interacted with more than one material on the ground (e.g., in tree canopies, or in particulate media). These physical considerations have spurred a number of approaches taking some nonlinear effects into consideration; see [9], [10] for reviews on that subject. The other limitation, termed spectral variability, is simply based on the consideration that all materials have a certain intra-class variability, and therefore cannot be represented by a single signature, as in the conventional LMM [11], [12]. Note that even though both phenomena are usually considered separately, some approaches attempt to address both simultaneously [13].

Recently, a formal link between models addressing these two limitations was derived in [14].

Causes of variability of the materials from one pixel to the other include changing illumination conditions locally in the scene, especially because of a nonflat topography, which will change the local incident angle of the light and the viewing angle of the sensor. Also, physico-chemical changes in the composition of the materials induce modifications on their spectra. For example, the concentration of chlorophyll in grass or soil moisture content can change the signatures of these two materials. Several approaches have been designed for variability aware unmixing, that is to correct the abundances due to the intra-class variations of the endmembers. The existing methods could be basically divided into two groups: dictionary or bundle-based approaches [15]–[18], which try to model an endmember by a certain number of instances of each material, and model-based approaches, which define a specific model for the variation of the endmembers, be it computational [19]–[21] or more physics-inspired [22]. Even though most methods consider spectral variability in the spatial domain, within a single image, studies dealing with temporal endmember variability have also been recently conducted [23], [24].

This paper focuses on variability in the spatial domain using bundle-based approaches. Even though they lack the interpretability of their model based counterparts, they can still fit the framework of the LMM, while correcting the abundances with less assumptions on the data. The idea behind spectral bundles is to find a way to extract a dictionary of different instances of the materials directly from the data. Then one can simply replace the matrix \( \mathbf{S} \) in Eq. (2) by a dictionary made of spectral bundles \( \mathbf{B} \in \mathbb{R}^{L \times Q} \), where \( Q > P \) is the total number of endmember candidates. Since this dictionary (and the abundance coefficients as well) is organized into \( P \) groups, and since \( Q \) can be relatively large, it makes sense to consider that only a few atoms of the bundle dictionary are going to be used in each pixel. Moreover, a now common assumption in SU is that a few materials are active in each pixel, out of the \( P \) considered materials. These two assumptions, though similar, are not equivalent. In any case, they justify the use of sparsity in the SU problem. For instance, sparse regression using libraries of endmembers (i.e., semi-supervised unmixing) has been investigated in [25] and exploited by many authors thereafter. It is interesting to note that sparse unmixing, when performed using convex optimization, and more precisely \( \ell_1 \) norm regularization, is not compatible with the ASC. We will come back to this issue in the next section. When dealing with coefficients organized in groups, a small number of which are supposed to be active, one may resort to approaches similar to the so-called group LASSO (for Least Absolute Shrinkage and Selection Operator) [26]. In SU, both approaches have been combined in semi-supervised unmixing in [27], when the dictionary can be organized into clusters of signatures.

The contributions of this paper are threefold. We first show that when using the classical FCLSU to estimate the abundances of the materials in the context of endmember bundles, it is possible to recover pixel-wise endmembers representing variability effects more subtly than with the signatures of the bundle dictionary, and we provide a simple geometrical interpretation for them. Second, further elaborating on the considerations and results of the conference paper [28], we improve the abundance estimation when bundles are used by considering three “social” sparsity inducing penalties [29], [30], whose interest we show by comparing their performance on simulated and real data to the classical sparse regression techniques (not using the group information) and the naive bundle approach. Third, while two of those penalties have already been used in various signal processing problems, the last one (a mixed fractional \( \ell_{\frac{1}{a}, \frac{1}{b}} \) quasinorm with \( a, b \) integers)
is new to the best of our knowledge, and presents remarkable properties, while raising interesting technical challenges in its optimization.

The remainder of this paper is organized as follows: Section II presents in more detail the basic procedure to obtain a bundle dictionary from the image data, based on [16]. While this is not the core of our method, it still serves as a basis for blind SU with bundles, and we present it here for the reader’s convenience. We also propose a new geometric interpretation to SU using spectral bundles with any algorithm which estimates one abundance coefficient for every atom of the dictionary (e.g. all the algorithms considered in this study). Section III introduces the proposed sparsity inducing penalties, and details how to handle the resulting optimization problem for abundance estimation in each case. Section IV tests the different penalties on synthetic and real data, and compares them to classical sparse regression techniques and to the standard bundle unmixing approach. Finally, Section V gathers some concluding remarks and possible future research avenues.

II. DEALING WITH SPECTRAL VARIABILITY WITH ENDMEMBER BUNDLES

A. Automated Endmember Bundles

Extracting endmember bundles from the image data is a procedure whose goal is to obtain various instances of each endmember, still in a blind unmixing setting. We present and will use the so-called Automated Endmember Bundles (AEB) approach of [16]. It is conceptually very simple and based on the following idea: since running a classical EEA once on the data provides the extreme points of the dataset, several instances of each material could be obtained by running an EEA on several subsets of the data. Then, one can randomly sample \( m \) subsets of the data of size \( N \) (pixels), and run an EEA on each subset in order to obtain \( P \) endmember candidates, and therefore \( Q = mP \) signatures in total. It is possible that for a given run, an EEA extracts several signatures corresponding to the same material. Thus, it is not guaranteed that each endmember is represented by exactly \( m \) instances. Some rare endmembers could also appear. Usually, however, the number of desired bundles is set as the estimated number of endmembers for the whole image. In addition, even in a perfect case, the instances for each endmember are not aligned, i.e. the ordering of the extracted endmembers in different subsets is not the same, due to the stochasticity of the EEs. Thus, a clustering step is required to group the signatures into bundles. In [16], the clustering is performed using the k-means algorithm, with the spectral angle as a similarity measure. The spectral angle has the nice property of being insensitive to scalings of the input vectors, which is a well-known effect of spectral variability related to changing illumination conditions [22]. More recent bundle extraction methods [17], [18] also incorporate spatial information to select endmember candidates in spatially homogeneous areas of the image.

This idea of extracting several endmember candidates in different parts of the image is related to the recent Local Spectral Unmixing approaches, which handle variability by assuming it is less important in local (as opposed to random here) subsets of the image. In this type of methods, the whole unmixing process is entirely carried out in each (connected) subset. Some examples of local unmixing include [31]–[34]. The main difference here is that we extract endmembers in random subsets, before gathering all those signatures into a common pool organized into groups, from which we estimate abundances for the whole image, not in local subsets.

In any case, the result of the clustering is a dictionary \( \mathbf{B} \) of endmember candidates. The clustering step defines a group structure\(^1\) on the abundance coefficients and on the dictionary. We denote this group structure by \( G \), and each group \( G_i \), \( i = 1, \ldots, P \) contains \( m_{G_i} \) signatures, so that representative \( j \) of group \( G_i \) in the dictionary is denoted as \( \mathbf{b}_{G_i,j} \). Then there are \( Q = \sum_{i=1}^P m_{G_i} \) columns in \( \mathbf{B} \in \mathbb{R}^{L \times Q} \).

Let us note that obviously, the quality of the unmixing is going to be very dependent on the quality of the bundle itself. In some cases, a spectral library of endmembers incorporating some endmember variability may be available directly. In such a case, the methods we describe next still apply, and the unmixing paradigm becomes semi-supervised, as in the sparse unmixing approaches [25].

B. Abundance Estimation

Now that the bundles are available, one has to estimate the abundances of the different materials, which can be done in multiple ways. The Fisher Discriminant Nullspace (FDN) approach [35] is a dimension reduction technique based on finding a linear transformation which maps the data to a subspace where the intra class variability of the bundles is minimized, while their inter class variability is maximized. The unmixing is then carried out in this new subspace, e.g. using the centroids of each class a the endmembers.

Multiple Endmember Spectral Mixture Analysis (MESMA) [36] is a technique which aims at selecting in each pixel of the HSI the best endmember candidate for each material in terms of data fit. To do that, Problem (3) is solved using all possible combinations of (a small number of) candidate endmembers as the endmember matrix. However, the problem thus becomes combinatorial and is computationally expensive. Besides, MESMA implicitly assumes that a single instance of each endmember is active in each pixel, which may limit the flexibility of the model.

Machine learning-inspired approaches have also been designed, using the fact that “training data” can be constructed by simulating mixtures of the different instances of the materials in various proportions [37], [38].

Last, but not least, one can simply replace the endmember matrix \( \mathbf{S} \) with the bundle matrix \( \mathbf{B} \) in Eq. (3) and solve for the new abundance matrix in the exact same way, via constrained least squares. This approach is the most straightforward, but differs from the ones mentioned above insofar as several

\(^1\)This denomination should not be understood in the sense of the algebraic structure. Instead, this simply means that the endmembers (and hence the abundance coefficients) are grouped into \( P \) clusters, which we call groups here.
endmembers from each bundle can be simultaneously active, and summing the individual contributions of each material in each pixel is required to recover the abundances of the materials. This can be seen as a drawback, which makes the interpretation of the results harder. Of course, when the dictionary is not extracted from the data, and each instance represents a particular physical configuration of a material, this could indeed be an issue if the goal is to associate each pixel with a given physical parameter, though it is technically possible that several configurations of the same material can be present at the same time in a given pixel. Allowing several instances of a material to be active in a single pixel correspond to situations where several physico-chemical variants of the same material coexist in the field of view of the sensor for a single pixel (e.g. burnt and healthy grass). Here, we show that this solution is actually theoretically more powerful than considering one instance per class, because it allows to define pixelwise endmembers which can be derived from the representatives of each material, and interpreted geometrically.

Indeed, we can write the LMM in the context of FCLSU or any algorithm estimating one abundance coefficient per atom of the full dictionary with spectral bundles in one pixel (we drop the pixel index here to keep the notation uncluttered) in two different ways:

\[
x = \sum_{m=1}^{Q} a_m b_m = \sum_{p=1}^{P} \left( \sum_{i=1}^{m_{G_p}} a_{G_p,i} b_{G_p,i} \right),
\]

where \(b_m\) is the \(m^{th}\) column of this dictionary, and \(a_{G_p,i}\) is the abundance coefficient associated to \(b_{G_p,i}\). Now, if we want the global abundance of material \(i\) to be \(a_p = \sum_{i=1}^{m_{G_p}} a_{G_p,i}\), then we have to rewrite Eq. (4) as:

\[
x = \sum_{p=1}^{P} \left( \sum_{i=1}^{m_{G_p}} a_{G_p,i} b_{G_p,i} \right) \left( \sum_{i=1}^{m_{G_p}} a_{G_p,i} b_{G_p,i} \right) = \sum_{p=1}^{P} a_p s_p,
\]

with \(a_p \triangleq \sum_{i=1}^{m_{G_p}} a_{G_p,i}\) the total abundance coefficient for material \(p\) in the considered pixel, and \(s_p \triangleq \sum_{i=1}^{m_{G_p}} a_{G_p,i} b_{G_p,i}\).

This vector actually contains a new “equivalent” endmember for this pixel and material \(p\), associated with the global “intuitive” abundance coefficients. As a matter of fact, this new endmember is a weighted mean of all the available instances of this material, where the weights are the abundances extracted by the unmixing algorithm. Therefore, the normalized coefficients of this weighted mean are nonnegative and sum to one. This means that \(s_p\) is a convex combination of the instances of the corresponding endmember. Geometrically, each equivalent endmember belongs to the convex hull of the elements of the bundle for this material. In this sense, finding abundances with FCLSU (for example) rather than MESMA allows more freedom in terms of spectral variability: the latter constrains each pixel to come from a combination of the extracted sources, while the former theoretically allows any point inside the convex hull of the each bundle to be a local endmember. This formulation allows one to discover new endmembers as convex combinations of signatures within a class in a data-driven way. This geometric interpretation is shown in Fig. 1. The per-pixel equivalent endmember \(s_p\) is of course only defined if at least one instance of group \(G_p\) is active in this pixel. Otherwise, it makes no sense trying to extract spectral variability in a pixel from a material which is not present.

Similarly to what is done in the semi-supervised sparse unmixing paradigm, it makes sense to assume that only a few atoms of the bundle dictionary are going to be active in each pixel. Hence, one can add a regularization term to the formulation (3) so as to enforce sparse abundance vectors:

\[
\arg \min_{A \geq 0} \frac{1}{2} \|X - BA\|_F^2 + \lambda \|A\|_1
\]

where \(\| : 1\) denotes the sparsity-inducing \(L_1\) norm of the vectorized matrix, i.e. the sum of the absolute values of all its entries, and \(\lambda\) is a regularization term, weighting the sparsity related term w.r.t. the data fit term. Note that the ASC has been dropped here; we explain below why.

The regular \(L_1\) regularization approach is useful to induce sparsity in the estimated abundances, but lacks two important features:

- The compatibility with the sum-to-one constraint. Indeed, let us assume that the ASC is enforced in problem (6). Since the abundances are constrained to be nonnegative, a straightforward computation shows that \(\|A\|_1 = N\).

The \(L_1\) norm of the vectorized abundance matrix is then constant, and then minimizing this quantity will result in breaking the constraint. This phenomenon is known and has been reported for instance in [39], where the nonconvex \(L_2^1\) quasinorm instead is used to induce sparsity in the solutions. A variant of the usual \(L_1\) regularization which is compatible with the ASC is the so called collaborative sparsity regularization [40] (described hereafter), where a mixed \(L_{2,1}\) mixed norm on the whole abundance matrix to null the abundance values of some atoms of the dictionary for all the support of the image simultaneously.

- The structure of the bundles is not taken into account during the unmixing. Each abundance coefficient is treated independently w.r.t. sparsity. The first reason why sparsity was brought to hyperspectral image unmixing is the assumption that a few materials, rather than atoms of a dictionary, are active in each pixel. Neither \(L_1\) nor
collaborative sparsity are designed to take the group structure into account.

III. PROPOSED ABUNDANCE ESTIMATION METHOD

A. Group sparsity inducing mixed norms

All the penalties we are going to detail in the following are based on applying a mixed norm on the abundance vector (in each pixel), which is endowed with a group structure $G$, partitioning the $Q = mP$ endmembers extracted by the $n$ runs of VCA on random subsets into $P$ groups (as many as the number of materials to unmix). We drop the pixel index for simplicity of the notation. In the most general form, the group two-level mixed $L_{G,p,q}$ norm is defined, for any two positive real numbers $p$ and $q$ as [30]:

$$
||a||_{G,p,q} \triangleq \left( \sum_{i=1}^{P} \left( \sum_{j=1}^{mG_i} |a_{G_i,j}|^p \right)^{\frac{q}{p}} \right)^{\frac{1}{q}} = \left( \sum_{i=1}^{P} ||a_{G_i}||_p^q \right)^{\frac{1}{q}},
$$

(7)

where $a_{G_i}$ is a subvector of the abundance vector ($a$) comprising all the abundance coefficients associated to the indices (in the most natural case, the endmember candidates corresponding to the same material) of group $G_i$. This equation only defines a true norm for $p, q \geq 1$ (and also for $p$ or $q = \infty$, by taking limits). As explained in Fig. 2, the idea is to take the $p$ norm of each of the $P$ subvectors of coefficients defined by the groups, to store the results in a $P$-dimensional vector, for which we are going to compute the $q$ norm. We will see that with smart choices of $p$ and $q$, different types of sparsity can be obtained when this mixed norm is used as a regularizer in the unmixing with bundles.

The definition of the $L_{G,p,q}$ norm can easily be extended to a matrix $A \in \mathbb{R}^{Q \times N}$, using the same expression, operating columnwise, and summing the results on all pixels:

$$
||A||_{G,p,q} \triangleq \sum_{k=1}^{N} ||a_k||_{G,p,q}.
$$

(8)

Here, we are interested in norms which can handle any group structure, while enforcing several types of sparsity. For instance, the use of sparsity in SU is based on the assumption that a few materials are active in each pixel. If the dictionary of endmembers has a group structure, it makes sense to enforce sparsity on the number of groups, rather than on the total number of signatures. This rationale is the basis of the so-called group LASSO [26]. This method uses the $L_{G,2,1}$ norm, which enforces sparsity on the vector whose entries are the $||a_{G_i}||_2$. This means that when one of these entries is zero, the whole group is discarded entirely since the vector $a_{G_i}$ has a zero norm. Within each group, there is no sparsity and thus most or all signatures are likely to be active. The effect of this penalty on a matrix $A \in \mathbb{R}^{Q \times N}$ is shown in Fig. 3. Note that if one defines a group structure $H$, given by $P$ groups of coefficients corresponding to the $N$ abundance values of each atom of the dictionary on the whole support of the image, and stores them in a vector $\text{vec}(A) \in \mathbb{R}^{NP}$ (by stacking the columns), then the group LASSO with this group structure is equivalent to the collaborative LASSO of [40]. The optimization problem solved here is

$$
\arg \min_{A \geq 0, \ I_p A = I_N} \frac{1}{2} ||X - BA||_F^2 + \lambda ||\text{vec}(A)||_{H,2,1}
$$

(9)

However, in that case, the information provided by the knowledge of the bundles is not taken into account.

In some cases, for example when we deal with a small number of groups, and we have reasons to believe that there is only one or a few instances of each group which are active in a pixel, we may expect within-group sparsity, without group sparsity. In this case the elitist LASSO penalty [29] is suited to the problem, since it uses the $L_{G,1,2}$ norm, which promotes a small value of the $L_1$ norms of each $a_{G_i}$. The effect of this penalty is shown in Fig. 4. Using a penalty which enforces both group sparsity and global sparsity (on the total number of active signatures) also seems appealing. A seemingly natural way to do so with the proposed framework is to take both $p = q = 1$, to enforce sparsity on both norms that are computed in sequence. However, it turns out that the $L_{1,1}$ norm actually is the same as the regular $L_1$ norm of the vectorized matrix, i.e. using these values for $p$ and $q$ actually breaks the group structure of the coefficients, and is of course still incompatible with the ASC.
The sparse group LASSO [41] uses a combination of the group lasso penalty and a classical $L_1$ norm to benefit from both properties. It was recently used in a sparse SU context in [27]. However, in this case, benefiting from both penalties comes at the cost of having two regularization parameters to tune. In our case, recall that this penalty is also still at odds with the ASC due to the presence of the $L_1$ norm in the objective. The ASC can also be contradictory with sparsity in some other configurations: for instance, if each material has only one representative, the group LASSO reduces to the regular LASSO and the ASC conflicts with the objective. In order to avoid this issue, we are also using a fractional case, with the $L_{G,1,q}$ “norm”, with $q = \frac{2}{p}$ ($a$ and $b \neq 0 \in \mathbb{N}$) and $0 < \frac{q}{p} < 1$. This penalty is no longer a norm, because we lose convexity due to the fact that $q < 1$, but it has the advantage of enforcing both group sparsity and within-group sparsity in a compact formulation, without conflicting with the ASC anymore. In addition, the $L_q$ quasinorm $q < 1$ is a better approximation of the $L_q$ norm than the $L_1$ norm. The effect of the $L_{G,1,q}$ penalty on the abundance matrix is shown in Fig. 5. The choice of the fraction is an additional parameter, but we will see that it turns out to be relatively easy to tune.

Geometrically, the group lasso encourages a small number of materials (i.e. groups) to be active in each pixel, but tends to prefer a dense mixture within each group. Hence, the pixelwise endmembers tend to lie around the center of mass of each bundle. For the elitist penalty, a large number of groups are active in each pixel. However, within each bundle, a small number of endmember candidates will be active, which translates geometrically into the fact that the pixelwise endmembers will lie inside polytopes with a few number of vertices. The fractional penalty has the same effect as the elitist one, except that in addition only a few groups are going to be active in each pixel.

### B. Optimization

With either of those penalties, the optimization problem to solve is:

$$\arg \min_A \frac{1}{2} \| X - BA \|_F^2 + \lambda \| A \|_{G,p,q} + \mathcal{J}_{\Delta Q}(A). \quad (10)$$

where, $\mathcal{J}_{\Delta Q}$ is the indicator function of the unit simplex $\Delta Q$ with $Q$ vertices. It is defined, first for a vector $a \in \mathbb{R}^P$, as:

$$\mathcal{J}_{\Delta Q}(a) = \begin{cases} 0 & \text{if } a \in \Delta Q \\ +\infty & \text{otherwise} \end{cases}, \quad (11)$$

This can be extended to a matrix $A \in \mathbb{R}^{P \times N}$ via

$$\mathcal{I}_{\Delta Q}(A) = \sum_{k=1}^N \mathcal{I}_{\Delta Q}(a_k). \quad (12)$$

with $a_k$ the $k^{th}$ column of $A$.

Note that after solving this problem, in order to obtain the global abundances, one simply has to sum the abundances within each instance of each group, as described in section II. The optimization problem (10) is convex for both the group and elitist penalties, but not for the fractional one.

In any case, since the problem is not differentiable, we are going to use the Alternating Direction Method of Multipliers (ADMM) [42] to solve it. Convergence to the global minimum is automatically guaranteed for the group and elitist penalties. For the nonconvex case, as we will see, the situation is more complex. The ADMM was designed to tackle convex problems, but it has been more and more (successfully) used for nonconvex problems as well, and recent works [43] show that if the nonconvex function satisfies some conditions, the ADMM is proven to converge to a stationary point in the nonconvex case. One of these cases includes the $L_p$ quasinorm for $p < 1$. This results remains to be shown in the mixed $L_{G,1,q}$ norm with $q < 1$ case, (but it is likely to satisfy the same conditions, being “less nonconvex” than the $L_p$ quasinorm, because the unit ball of such a norm will have some nonconvex facets, but not all since some of them will be similar to the facets of the $L_1$ ball).

The next two sections lay out the algorithm to solve the optimization problem with the group and elitist penalties, while the last one shows how to handle the fractional case.

1) Group and elitist cases: The optimization problem to solve in both cases is convex, and can be handled in the same fashion. In order to use the ADMM, we need to introduce auxiliary split variables, which will decompose problem (10) into easier subproblems. Let us then rewrite this problem as:

$$\arg \min_A \frac{1}{2} \| X - BA \|_F^2 + \lambda \| A \|_{G,p,q} + \mathcal{I}_{\Delta Q}(V)$$

s.t. $U = A, \ V = A. \quad (13)$

The ADMM consists in expressing the constrained problem defined in Eq. (13) in an unconstrained way using an Augmented Lagrangian (AL), and then minimizing it iteratively and alternatively for each of the variables introduced, before finally updating the Lagrange Multipliers appearing in the AL (the so-called dual update). $\rho$ is the barrier parameter weighting the AL terms (which we will set to $\rho = 10$ for all the algorithms). Here, the Augmented Lagrangian writes:

$$\mathcal{L}(A, U, V) = \frac{1}{2} \| X - BA \|_F^2 + \lambda \| A \|_{G,p,q} + \mathcal{I}_{\Delta Q}(V)$$

$$+ \frac{\rho}{2} \| A - U - C \|_F^2 \quad + \frac{\rho}{2} \| A - V - D \|_F^2 \quad (14)$$

where $C$ and $D$ are the set of dual variables. Each of the updates is supposed to be straightforward. The update w.r.t. $A$ only involves quadratic terms, and the updates w.r.t. $U$ and $V$ can be readily obtained, provided the proximal operators [44] of the mixed norm, and of the indicator function of the simplex can be
With this definition, the proximal operator of the elitist penalty is given as:

\[
\text{prox}_\tau ||\cdot||_{G,1,2}(v) = \begin{bmatrix}
\text{soft}_\tau(v_{G_1}) \\
\vdots \\
\text{soft}_\tau(v_{G_P})
\end{bmatrix},
\tag{15}
\]

The block soft thresholding is denoted by \( \text{soft}_\tau \), where \( \tau \) is the scale parameter of this operator:

\[
\forall u \in \mathbb{R}^P, \text{soft}_\tau(u) = \left(1 - \frac{\tau}{||u||_2} \right)_+ u,
\tag{16}
\]

where \( \cdot_+ = \max(\cdot, 0) \) (and we have \( \text{soft}_0(0) = 0 \)).

The proximal operator for the elitist norm is a bit more complex, but has a closed form (derived in [46]), which involves the scale parameter of this operator:

\[
\text{soft}_\tau(u)_i = \text{sign}(u_i)(|u_i| - \tau)_+.
\tag{17}
\]

With this definition, the proximal operator of the elitist penalty is given as:

\[
\text{prox}_\tau ||\cdot||_{G,1,2}(v) = \begin{bmatrix}
\text{soft}_\tau(v_{G_1}) \\
\vdots \\
\text{soft}_\tau(v_{G_P})
\end{bmatrix},
\tag{18}
\]

where the soft thresholding is applied entrywise, and

\[
\gamma_i = \frac{\tau}{1 + \tau} ||v_{G_i}||_1, \forall i \in [1, P].
\tag{19}
\]

The ADMM procedure for any case is summarized in Algorithm 1, in which \( \text{prox} \) denotes the proximal operator of the function in index, and \( \text{proj}_{\Delta Q} \) denotes the proximal operator of the indicator function of the simplex, a simple projection. \( I \) denotes the identity matrix whose size is in index (we only provide one dimension for brevity since the matrix is square). Note that the proximal operators are carried out columnwise.

**Data:** \( X, B \)

**Result:** \( A \)

**Initialize** \( A \) and choose \( \lambda \);

**while** ADMM termination criterion is not satisfied **do**

\[
A \leftarrow (B^T B + 2\rho I_Q)^{-1} (B^T X + \rho (U + V + C + D))
\]

\[
U \leftarrow \text{prox}_{(\lambda/\rho)||\cdot||_{G,q}}(A - C);
\]

\[
V \leftarrow \text{prox}_{\Delta Q}(A - D);
\]

\[
C \leftarrow C + U - A;
\]

\[
D \leftarrow D + V - A;
\]

**end**

**Algorithm 1:** ADMM to solve problem (13) in the convex cases).

2) Fractional case: The problem is more complex for the fractional mixed norm. As we have pointed out above, there is no proof that the mixed \( \mathcal{L}_{G,1,q} \) norm with \( q < 1 \) satisfies the required properties for the ADMM to converge to a local minimum. However, in our problem, with an appropriate variable splitting scheme, we can express the fractional case for problem (10) as a \( \mathcal{L}_q \) regularized constrained least squares problem.

Let us suppose for simplicity (and without loss of generality), that the rows of \( A \) and the columns of \( B \) have been sorted so that, in each pixel, the abundance vector has the following form:

\[
a = [a_{1,1}, a_{1,2}, \ldots, a_{1,m_{G_1}}, a_{2,1}, a_{2,2}, \ldots, a_{2,m_{G_2}}, \ldots, a_{G_P,1}, a_{G_P,2}, \ldots, a_{G_P,m_{G_P}}]^T.
\]

Recall that \( m_{G_i} \) is the number of instances of one of the \( P \) groups, in this case \( G_i \). The problem we want to solve is:

\[
\arg \min_A \frac{1}{2} ||X - BA||_F^2 + \lambda ||A||_{G,1,q}^q + \mathcal{I}_{\Delta Q} (A),
\tag{20}
\]

with \( Q = \sum_{i=1}^P m_{G_i} \), the total number of signatures in the bundle dictionary \( B \in \mathbb{R}^{L \times Q} \). With the following variable splitting scheme, Problem (20) is equivalent to:

\[
\arg \min_A \frac{1}{2} ||X - BA||_F^2 + \lambda ||U||_{G,1,q}^q + \mathcal{I}_{\Delta Q} (V)
\]

\[
\text{s.t. } MA = U \in \mathbb{R}^{P \times N}, \quad A = V
\tag{21}
\]

with

\[
M = \begin{bmatrix}
1 & \cdots & 1 & 0 & \cdots & 0 & 0 & \cdots & 0 & 0 & \cdots & 0 \\
0 & \cdots & 0 & 1 & \cdots & 0 & 0 & \cdots & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & \cdots & 0 & 0 & \cdots & 0 & 1 & \cdots & 0 & 1 & \cdots & 1
\end{bmatrix},
\tag{22}
\]

where \( M \in \mathbb{R}^{P \times Q} \), and the \( i \)th row have \( m_{G_i} \) consecutive ones.

This way, we have reduced the optimization problem to a \( \mathcal{L}_q \) regularized least squares problem, where the variable on which the fractional norm is applied is a vector whose entries are the \( L_1 \) norms of the abundance coefficients in each group. Note that the new problem is equivalent to the original one only thanks to the nonnegativity constraint, which allowed us to turn the \( L_1 \) norm into linear constraints. This way, the convergence of the ADMM for our nonconvex problem is, in theory, guaranteed [43], should we be able to compute exact updates for all the subproblems of the ADMM.

However, even after this simplification of the problem, an issue remains: there is no closed form expression or known algorithm (to the best of our knowledge) to compute exactly the shrinkage operator of the \( \mathcal{L}_q \) quasinorm (to the power \( q \)) when \( q < 1 \), except when \( q = \frac{1}{2} \) or \( q = \frac{2}{3} \) [47]. Here, we prefer the term “shrinkage operator” to the term “proximal operator” because the latter is usually defined for convex functions only. In addition, this operator is a discontinuous function, because of the nonconvexity of the quasinorm [48]. This limits the applicability of proximal methods to solve this type of
problems, and other types of algorithms (or of nonconvex sparsity inducing penalties) have been investigated in remote sensing (see e.g. [49] and references therein).

In our case, in order to be able to apply ADMM nonetheless, we need an explicit shrinkage operator. We resort to an approximate $q$-shrinkage operator $S_{q,\tau}$, as defined in [50]:

$$\forall u \in \mathbb{R}^P, \quad S_{q,\tau}(u)_i = \text{sign}(u_i)(|u_i| - \tau^{2-q}|u_i|^{q-1})^+.$$  (23)

This operator reduces to the soft thresholding operator when $q = 1$ and to the hard thresholding operator when $q = 0$. The hard thresholding operator is closely related to the shrinkage operator of the $L_0$ norm [50]. In addition, it can be shown ( [50], theorem II.4) that the operator of Eq. (23) is actually separable w.r.t. each entry of $x$.

By choosing $\tau \leq \min_{i \in [P]} |x_i|$, we can use the ADMM algorithm to minimize it. The optimization procedure is described in Algorithm 2 (the approximate $q$-shrinkage is performed coordinate-wise).

Data: $X$, $B$

Result: $A$

Initialize $A$ and choose $\lambda$;

while $ADMM$ termination criterion is not satisfied do

$A \leftarrow (B^\top B + \rho M^\top M + \rho I_Q)^{-1}(B^\top X + \rho M^\top(U + V) + \rho (C + D))$;

$U \leftarrow S_{q,\lambda/\rho}(MA - C)$;

$V \leftarrow \text{prox}_{I_{\Delta_q}}(A - D) = \text{proj}_{\Delta_q}(A - D)$;

$C \leftarrow C + U - MA$;

$D \leftarrow D + V - A$;

end

Algorithm 2: ADMM to solve problem (24).

A significant increase in running time is then expected for the fractional penalty when the number of endmembers $P$ gets large.

IV. RESULTS

A. Synthetic data

First, we test the three proposed penalties in a semi-supervised scenario, where the possible instances of each endmember are known beforehand. This case is similar to the now well-known and widespread sparse unmixing approaches [25], [51]. The main difference with respect to regular sparse unmixing is that here the spectral library incorporates several variants of each endmember in order to account for the variability of the scene. The group structure $G$ is then known a priori as well. The objective of this dataset is to compare the performance of the proposed penalties in terms of abundance estimation and variability retrieval, i.e. the core of the contribution of this paper, when the bundle extraction is assumed to have been carried out efficiently.

In order to show the interest of the proposed penalties, we designed a synthetic dataset corresponding to a challenging unmixing scenario, with 20 different materials present in the scene. We then selected randomly $P = 20$ signatures from the United States Geological Survey (USGS) spectral library [52], comprising 224 spectral bands in the visible and near infra-red parts of the electromagnetic spectrum. For each of those 20 signatures, spectral variants were generated by modifying the spectra using several effects: scaling variations, accounting for local changes in illumination conditions [22], a nonlinear quadratic (in the original signature) perturbation to mimick intrinsic variability effects, and i.i.d white Gaussian noise. 20 such variants were randomly generated for each material, providing a dictionary of $Q = 400$ spectral signatures, divided into $P = 20$ groups. In each pixel, only one signature is active for each endmember. We focus on determining whether the group information is beneficial to distinguish between very correlated materials. $50 \times 50$ sparse (between 1 and 3 active materials in each pixel) abundance maps were computed using Gaussian Random Fields, so as to give them a spatial coherence (which is not used by the algorithm but is helpful to visualize the results).

We tested the performance of 6 algorithms on this dataset: the FCLSU algorithm, classical sparse unmixing using $L_1$
regularization [25], the collaborative sparsity approach of [40] (these three algorithms do not take the group structure into account) and the three proposed penalties: group penalty, elitist penalty, and fractional penalty. In each case, we optimize the regularization parameter via a grid search to obtain the best abundance estimation performance ($RMSE(\hat{A})$, see below). The FCLSU algorithm was implemented using ADMM as well, to allow a fair comparison for the running times of the various algorithms. We ran all the algorithms for 1000 iterations or stopped them when the relative variations (in norms) of the abundance matrix went below $10^{-6}$. For the fractional penalty, the grid search is also carried out w.r.t. the choice of the fraction. We tested values in three orders of magnitude, between $10^{-3}$ and $10^{-2}$, $10^{-2}$ and $10^{-1}$, and $10^{-1}$ and 0.9, with 9 equally spaced steps for each. To quantitatively assess the abundance estimation performance, we use the abundance Root Mean Squared Error ($RMSE(\hat{A})$) between the estimated abundances $\hat{a}_k$ for each material (summing the abundances of all the representatives for each group) and the true ones $a_k$ in each pixel:

$$RMSE(\hat{A}) = \frac{1}{N} \sum_{k=1}^{N} \sqrt{\frac{1}{P} \sum_{p=1}^{P} (a_{pk} - \hat{a}_{pk})^2} \quad (26)$$

where the abundance matrix comprises only the global abundance coefficients.

To assess the precision of the abundance estimation within each group, we also use this metric for each individual atom of the dictionary, which we call in that case $RMSE_G(\hat{A})$:

$$RMSE_G(\hat{A}) = \frac{1}{N} \sum_{k=1}^{N} \sqrt{\frac{1}{P} \sum_{p=1}^{P} (a_{pk} - \hat{a}_{pk})^2} \quad (27)$$

where $m_G = 20$ is the number of instances in each group, and here the abundance matrix used is the full bundle dictionary.

To compare the performance in terms of material variability retrieval, we also use the Root Mean Squared Error between the true signatures and the estimated ones:

$$RMSE(\hat{S}) = \frac{1}{NP} \sum_{k=1}^{N} \sum_{p=1}^{P} \frac{1}{\sqrt{L}} |\|b_{pk} - \hat{s}_{pk}\|_2| \quad (28)$$

and the overall spectral angle mapper (SAM) between the true signature $b_{pk}$ used for material $p$ in pixel $k$ and the estimated ones $\hat{s}_{pk}$ (using Eq. (5)):

$$SAM = \frac{1}{NP} \sum_{k=1}^{N} \sum_{p=1}^{P} \cos \left( \frac{b_{pk}^\top \hat{s}_{pk}}{|b_{pk}|_2 |\hat{s}_{pk}|_2} \right) \quad (29)$$

All the quantitative results for the all algorithms, except $\ell_1$ sparsity and collaborative sparsity (we explain below why) are gathered in Table I. Before describing these results, let us comment on the performance of the $\ell_1$ and collaborative sparsity. In both cases, we have performed a grid search on the value of $\lambda$ to obtain the best performance in terms of $RMSE(\hat{A})$. As shown in Fig. 6, in both cases, the abundance estimation results on the synthetic data are optimal (and almost equal to those of FCLSU) for low values of the regularization parameters, which means that in that case the sparsity penalty is actually detrimental to the unmixing performance, since the algorithms prefers a configuration without sparsity. One of the reasons we have identified for this behavior is that some of the randomly chosen endmembers are very correlated (low brightness signatures, see Fig. 10). In this case, if the group information is not exploited during the unmixing, these materials are not unmixed, and the algorithm prefers to put the global abundance maps of several of them to zero, and to put all the abundance weight on the rest. This proves that using the group information, if available, is crucial for the unmixing performance of correlated endmembers. We can also see from this figure that the regular $\ell_1$ sparsity performs slightly worse than collaborative sparsity for small regularization parameters. This could be due to the fact that the ASC is not enforced when using classical sparsity, resulting in a slight loss of accuracy in the abundance estimation. For larger regularization parameters, on the contrary standard sparsity is more adapted since all the materials can be randomly selected to be active in each pixel. In any case, the abundance maps and matrices of the collaborative sparsity approach will still be shown in the following figures, for visual comparison with the competing algorithms, with $\lambda = 0.1$. From Table I, we see that the elitist algorithm obtains the worst performance in terms of abundance estimation, followed by the FCLSU algorithm, while the group penalty largely outperforms those two when it comes to global abundances. The fractional penalty is able to refine these results slightly and obtains the best performance. If we look at what happens within groups, then the fractional penalty is outperformed by the others. We will see why it is so when we look at the abundance maps. The group and fractional penalties obtain the best endmember RMSE and SAM values, meaning that they recover the closest endmembers to the ground truth. In this configuration, the inter-group sparsity property of the abundances for those two penalties is crucial. The reason the fractional penalty further improves the estimation is that it does not encourage a too harsh within group sparsity, while enforcing inter group sparsity. On the other hand, this sparsity comes at the expense of a precise identification of which

<table>
<thead>
<tr>
<th>Metric</th>
<th>Algorithm</th>
<th>Group</th>
<th>Elitist</th>
<th>Fractional</th>
</tr>
</thead>
<tbody>
<tr>
<td>$RMSE(\hat{A})$</td>
<td>0.0135</td>
<td>0.0072</td>
<td>0.0158</td>
<td>0.0064</td>
</tr>
<tr>
<td>$RMSE_G(\hat{A})$</td>
<td>0.0160</td>
<td>0.0133</td>
<td>0.0149</td>
<td>0.0208</td>
</tr>
<tr>
<td>$RMSE(\hat{S})$</td>
<td>0.0332</td>
<td>0.0335</td>
<td>0.0338</td>
<td>0.0335</td>
</tr>
<tr>
<td>SAM (degrees)</td>
<td>2.026</td>
<td>1.749</td>
<td>2.148</td>
<td>1.735</td>
</tr>
<tr>
<td>Running time (s)</td>
<td>16</td>
<td>7</td>
<td>78</td>
<td>16</td>
</tr>
</tbody>
</table>

TABLE I

Significant differences between the algorithms are highlighted in bold.

Fig. 6. RMSE on the abundances on the synthetic data against the regularization parameter $\lambda$ for $\ell_1$ sparsity (blue), and collaborative sparsity (red).
endmember candidates were actually used in each pixel. In terms of running time, except for FCLSU which is the fastest, the other approaches are notably slower. The fractional penalty is without surprise the slowest because the constraints in the optimization problem are more complex than for the other two penalties. In Fig. 7, the optimal (over \( \lambda \)) \( \text{RMSE}(\hat{\mathbf{A}}) \) and \( \text{RMSE}(\hat{\mathbf{S}}) \) are reported for the different fraction values. We see that there is a downward trend for both metrics when the fraction value gets lower. However, the optimal value of \( \frac{\alpha}{\beta} \) for the fractional penalty, among those we tested, varies depending on the considered metric. For \( \text{RMSE}(\hat{\mathbf{A}}) \), it is equal to 0.03, and for \( \text{RMSE}(\hat{\mathbf{S}}) \) it is equal to 0.01. A possible explanation is that small values of the fraction make the sparsity inducing term closer to the group \( L_{1,0} \) norm. This shows the interest of the proposed approximation scheme to optimize this mixed fractional norm for any value of \( \frac{\alpha}{\beta} \), instead of simply settling with the cases where \( \frac{\alpha}{\beta} = 1/2 \) or \( \frac{\alpha}{\beta} = 1/3 \). The sensitivity to this parameter is not very critical, as long as it is small enough. Also, we see that the performance values fluctuate more for very low values of the fraction. We attribute this unstability to the fact that the nonconvexity of the penalty gets more and more aggressive, leading to more unstable optimization and possibly to more local minima. In the rest of the experiments, we set \( \frac{\alpha}{\beta} = \frac{1}{10} \).

Fig. 8 shows the abundance maps for 8 of the 20 materials to unmix, for all the tested algorithms except \( L_1 \) sparsity. The abundances for the FCLSU algorithm and the group penalty look very similar, with a slight improvement in terms of “noisiness” of the abundance maps for the latter (e.g. for material 3). The abundances for collaborative sparsity show a confusion between the groups, because the algorithm tends to null the abundance maps of endmembers which are spectrally similar to others, ignoring the group structure. This confusion happens between materials 3, 5, and 6 in Fig. 8. These materials all correspond to low brightness endmembers, as can be seen in Fig. 10. The abundances for the elitist penalty are slightly worse than the other methods, because although the elitist penalty encourages within group sparsity, it also tends to favor dense mixtures over the groups. The fractional penalty obtains the best visual results, by eliminating most of the noise in the abundances, and getting the support of each material right. However, it seems that it tends to locally make the abundances slightly too close to 1. We also show in Fig. 9 a part of the abundance matrices obtained as images (only for some pixels of the image), to show the structure that each penalty induces on the coefficients. We confirm that FCLSU and the group penalty obtain similar performance. Collaborative sparsity deteriorates the abundance estimation because it forces some endmembers to be zero on the whole support of the image. The elitist penalty tends to incorporate spurious endmembers because of the between group density of the coefficients. The fractional penalty obtains a more accurate support of the endmembers than the other two, but at the price of sometimes overestimating the abundances because of a too violent sparse behavior, which is necessary to get rid of the noise but too harsh for a high precision abundance estimation. Finally, we show in Fig. 10 the true endmembers used in the simulation (randomly selected in the USGS spectral library and the ones extracted by the fractional penalty – the different bundles extracted from all the algorithms are hard to differentiate using this representation. We can still get some insight on the results from them. First we see that the extracted endmembers interpolate between the candidates present in the bundles, which is in accordance with the geometrical interpretation. Besides, we see that the some endmember signatures with low brightness are very correlated with one another. They correspond to the noisy abundance maps that only the algorithms using the group information, and especially the fractional penalty, are able to unmix.
Fig. 9. Abundance matrices (pixels are on the x-axis, and candidate endmembers are on the y-axis. Candidates 1-5 belong to group 1, candidates 5-10 to group 2, and so on.

Fig. 10. (a) True bundles used for the synthetic data, and (b) bundles extracted by the fractional algorithm. The x-axis is the band number, and the y-axis is the reflectance.

B. Real data

1) Houston Dataset: The real dataset used in this section is a subset of an image acquired over the University of Houston campus, Texas, USA, in June 2012. It was used in the 2013 IEEE GRSS Data Fusion Contest (DFC) [53]. The image comprises 144 spectral bands in the 380 nm to 1050 nm region, and comes with a LiDAR dataset acquired a day before over the same area, with the same spatial resolution (2.5 m). We are interested here in a \(152 \times 108 \times 144\) subset of this image, acquired over Robertson stadium on the Houston Campus and its surroundings. Fig. 11 shows a RGB representation of the observed scene, as well as a high spatial resolution RGB image of the scene, and a LiDAR-derived digital elevation model. This dataset was used in several works on spectral unmixing and has been shown to exhibit significant variability effects [22]. It comprises several structures with locally changing geometries, namely the red metallic roofs which are pyramidal and whose facets correspond to different incidence and emergence angles from the light. The concrete stands also show different orientations with respect to the sun. Vegetation also incorporates variability, since it can be divided into two subclasses: trees and grass (which can in addition be mixed with soil, which is interpreted as variability in the absence of a soil endmember). The abundance maps also show that several of these subclasses can be simultaneously active in a single pixel, for instance in the top left corner of the image, where we have pure vegetation pixels with a mixture of trees grass, and soil. Since a library of reference endmembers is unavailable for this image (let alone incorporating variability), the unmixing chain has to be completely blind and we resort to the AEB method to extract bundles. We sample without replacement 10 subsets comprising 10% of the data pixels each, and extract \(P = 5\) endmembers on each subset using the VCA. Then we cluster the resulting dictionary into \(Q = 5\) classes using the k-means algorithm (with the cosine similarity measure). Therefore, in this case, we have \(Q = 50\). We then compare the performance of the different algorithms in several ways. We use \(\varepsilon = \frac{1}{10}\) for the fractional algorithm. The values of the regularization parameters are reported in Table II. We first show the abundance maps obtained for each algorithm in Fig. 12. From those, we see that all algorithms seem to be able to reasonably explain the material variability present within the image, as opposed to using classical linear unmixing algorithms [22]. Collaborative sparsity obtains visually similar results to FCLSU, except that

Fig. 11. A RGB representation of the Houston hyperspectral dataset (a). High spatial resolution color image acquired over the same area at a different time (b). Associated LiDAR data (c), where black corresponds to 9.6m and white corresponds to 46.2m.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>FCLSU</th>
<th>Collaborative</th>
<th>Group</th>
<th>Elitist</th>
<th>Fractional</th>
</tr>
</thead>
<tbody>
<tr>
<td>Metric</td>
<td>RMSE</td>
<td>RMSE</td>
<td>SAM (degrees)</td>
<td>Running time (s)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.0029</td>
<td>0.010</td>
<td>2.9669</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.0050</td>
<td>0.016</td>
<td>2.7891</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.0080</td>
<td>0.016</td>
<td>2.3684</td>
<td>5</td>
<td></td>
</tr>
</tbody>
</table>

TABLE II
RMSE AND SAM (COMPUTED ON THE RECONSTRUCTION) AND RUNNING TIMES FOR EACH TESTED ALGORITHM ON THE HOUSTON DATA. THE BEST VALUES ARE IN RED, AND THE SECOND BEST ARE IN BLUE. THE REGULARIZATION PARAMETERS ARE ALSO REPORTED, WHEN APPLICABLE.
the stadium is not as well identified. The group penalty is able to sparsify the abundance maps more than FCLSU and collaborative sparsity do, providing clearer abundance maps for the red roofs and the painted structures which are next to the left and right stands of the stadium. However, the detection of the concrete stands themselves is slightly less accurate. The elitist penalty is able to identify the different structures in the image, but fails to consider them as pure because it favors a large number of groups to be simultaneously active in each pixel. The fractional penalty logically provides sparser abundance maps because it penalizes dense mixtures over the groups more aggressively than the group penalty. The structures are considered as purer, which makes sense for an urban scenario such as this one. However, the abundance maps are slightly noisier, with some neighboring pixels in homogeneous regions which do not share the same sparsity properties. This could be mitigated by using spatial regularizations on the abundance maps.

Then we show in more detail the abundance maps of 5 of the 10 representatives of the bundles corresponding to vegetation (Fig. 13), red roofs (Fig. 14), and concrete (Fig. 15). The idea is to find out if the various algorithms are able to provide a meaning to the different representatives within each bundle. It seems that the collaborative sparsity is able to eliminate a certain number of signatures which are the most redundant, for each material, but tends to distribute abundances relatively equally between the remaining materials, and does not promote pure abundances, which complicate the visual interpretation of the results at the intra class level. For all materials, the group penalty tends to favor dense mixtures within each group, as expected, making it hard to give an interpretation to each endmember candidate. On the other hand, the elitist penalty obtains much sparser abundance maps within one group, and some endmember candidates can be interpreted (the football field is assigned to a single endmember candidate in the vegetation class, for example). The same goes for FCLSU, which seems to naturally enforce a certain sparsity within each group. Finally, the fractional penalty provides the most conclusive results. For each class, only the predominant signatures are retained and are interpretable, whereas the others are very sparse and some are almost entirely discarded (because they could be spurious, or redundant). For the vegetation class, three subclasses are identified by the algorithm (only two are clearly identifiable for FCLSU): football field, trees, and the area within the field which is mixed with soil. This is interpreted as variability by the model. The other less explicative abundance maps are made more sparse by the algorithm. For the red roof class, the facets of each roof are assigned to two different categories, depending on their orientation w.r.t. the sun, and a third map detects the other red roofs of the image, which are subject to other illumination conditions. The concrete stands are assigned to two different signatures for similar reasons. Note that the abundances of these subclasses are rarely exactly one; this means that the algorithms prefer to identify as a local endmember a convex combination of these two signatures, thus taking into account variability effects which are not sufficiently described by the endmember candidates only. To evidentiate the geometrical interpretations of the competing algorithms, we show in Fig. 16 the scatterplots corresponding to the different bundles extracted by each algorithm. They reveal the geometric interpretation of the different sparsity inducing penalties. For instance, FCLSU does not promote any type of sparsity, hence
2) Cuprite dataset: The second dataset we consider is a 200 × 200 × 186 subset of the Cuprite dataset, which is shown in Fig. 17. The image was acquired by NASA's AVIRIS sensor and covers the Cuprite mining district in western Nevada, USA. We extracted 14 bundles according to the intrinsic dimensionality estimated by the Hyperspectral Subspace Identification by Minimum Error (HySIME) [54] on our subset. We used VCA three times on a third of the dataset, giving a total of Q = 42 signatures, clustered into 14 groups as was done for the Houston data. We compare the same algorithms as before and show in Fig. 18 the estimated abundance maps. The results are shown for only for 6 of the 14 extracted endmembers. The materials have been identified by visual comparison between the estimated abundance maps and endmember signatures with those recovered in [7]. For two of these materials, i.e. sphene and alunite, we also show the abundances of the different instances of the bundles, in Fig. 19. The visual results (to be compared to a reference land cover map, which can be found e.g. in Fig. 10 of [55]) are in accordance with the conclusions drawn from the Houston data, i.e. that the collaborative and group approaches obtain abundances which are sparser and smoother at the global level than FCLSU, because they tend to distribute abundance equally between active signatures in each bundle. The elitist penalty leads to denser mixtures over the groups, and the fractional penalty obtains sparser abundances than other algorithms because it promotes sparsity more aggressively. Also, it obtains within group sparsity, which helps identifying the endmember candidates which are locally predominant, revealing spectral variations for each endmember. Some materials, however, are not perfectly separated at the group level, but can be distinguished at the intra group level. Complementary results and their analysis can be found in a supplementary material file provided with this paper. We also show the RMSE and SAM values associated to the reconstruction of the data, as well as the running times of all algorithms in Table III. The numbers follow the trends identified with the Houston data. FCLSU obtains the best quantitative reconstruction results since there is no sparsity involved. The fractional penalty obtains the second best results. The running times are almost equal for the group and elitist penalties, while the fractional algorithm is slightly more computationally intensive.

V. CONCLUSION

In this paper, we have proposed and compared three different sparsity-inducing penalties to state-of-the-art approaches specifically aimed at tackling endmember variability in hyperspectral image unmixing, when a dictionary of endmember candidates is available, or when endmember bundles are extracted from the data. We provided a new geometric interpretation of unmixing hyperspectral data within this paradigm. Among the three proposed penalties, the group one enforces a natural inter-class sparsity property of the abundance maps, but is hampered by the fact that it prefers dense mixtures within each group. Conversely, the elitist penalty tries to select the best endmember candidates within each group, but provide inconclusive results because it prefers dense mixtures over the groups. The new fractional penalty we propose leads to the best results: it allows enforcement of both within and inter group sparsity at the same time in a single mixed quasinorm, and is compatible with the sum-to-one constraint on the abundances. The interest of allowing to use any fraction is to provide more flexibility and better results than using the two cases

![Fig. 15. Abundances for a few concrete endmember candidates.](image-url)
where the shrinkage operators have a closed form ($\frac{a}{b} = \frac{1}{2}$, or $\frac{a}{b} = \frac{2}{3}$). It finally provides purer global abundance maps while giving clearer interpretations to subclasses than the other tested methods. Future work could include the combination of this penalty to spatial regularizations on the abundances, as well as an automatic way to tune the regularization parameter providing a compromise between sparsity and data fit. Finding a proof of convergence of the Alternating Direction Method of Multipliers (ADMM) in the approximation framework we use for the optimization of the fractional penalty would also be an interesting perspective.
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