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Abstract
Self-Regulated Learning (SRL) is actually chal-
lenging modern online environments (e-learning
platforms, MOOCs, exercise-based platforms, ...).
A large emergent literature points out the need
for empirical studies on approaches that can help
to build tools for measuring and scaffolding SRL.
This paper is a state of the art aiming to identify
a set of key avenues to conduct a future experi-
mental research on this theme. More importantly,
we present the approaches of Open Learner Mod-
els, and knowledge Tracing through Bayesian Net-
works that offer promising insights to model stu-
dent knowledge, measure SRL levels and provide
appropriate interventions to foster student SRL
skills.
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1 Introduction
Although self-regulation has a long-time existence in the Ed-
ucation literature [1], it is a key challenge in modern online
environments [2]. Indeed, with the advent of MOOCs, and
the success of exercise-based platforms, large-scale online
environments are becoming widespread, both in e-learning
and in blended learning [3], and the success of such learn-
ing environments depends on the ability of the learners to
take control on their own learning [4]. This learner’s abil-
ity is referred to Self-Regulated Learning (SRL), which is
known to have a good potential on autonomy development
and maintaining motivation for learners [5]. SRL is also
known to have a positive impact on academic achievements
[6]. However, empirical studies aiming to support SRL at
scale are lacking. There is a real need for analysing learner’s
activities for scaffolding SRL, especially in MOOCs [7; 8;
9]. Promoting SRL implies to provide students with inter-
ventions, defined as activities or events that can trigger stu-
dent SRL development during a learning episode, for exam-
ple during an online course [2].

Our main objective in this paper is to draw some insights
on how to support successfully self-regulated learning at a
large scale, and explore existing approaches that aim to es-
timate acquired skills levels and metacognitive levels about

students to provide appropriate interventions. Our main re-
search questions are the following:

1. What are the research requirements for SRL support at a
large scale?

2. What are the main existing SRL supports that have been
investigated?

3. What are the computational approaches for supporting
SRL in online learning environments?

First of all, we introduce the concept of self-regulation
and point out the need for empirical studies regarding SRL
measurement and intervention. We present the approaches
of Open Learner Models and Knowledge Tracing, which of-
fer promising perspectives towards SRL. Finally, we discuss
these avenues for a future research and we conclude on our
interest in Bayesian modelling techniques to support person-
alization and self-regulated learning.

2 Self-Regulated Learning (SRL)
2.1 SRL Theory
Self-regulation is a well-established concept that includes the
cognitive, metacognitive, behavioural, motivational and emo-
tional/affective aspects of learning [10]. A typology of four-
teen strategies of SRL that deal mainly with information pro-
cessing, have been established, using a collection of qualita-
tive data [1]. This includes cognitive strategies (Reviewing
courses, organising information, memorising), metacognitive
strategies (self-assessment, planning) and strategies for seek-
ing additional information (using documentary resources,
asking others for help). Another facet of self-regulation is to
protect the intention to learn by regulating motivation, emo-
tion and attention [11].

Self-regulation development or learning requires giving a
certain level of autonomy to learners [5]. Autonomy is appre-
hended here from a constructivist perspective as ”construc-
tion” and as ”constructed” at the same time. This comprises
a certain balance between prior knowledge and new knowl-
edge, resulting from exchanges between the learner and his
environment, and may be a product of his representations and
confrontation with others” [12]. Self-Regulated learners have
the ability to manage their own learning, and assume an ac-
tive role in achieving their academic goals and controlling
their learning process [4].



2.2 Research Requirements for Supporting SRL in
Learning Environments

Self-regulated learning analysis has appeared as one of the
main themes for future research in e-learning environments
[2]. Many studies agree on the relevance of self-regulated
learning in MOOCs, and point out the need for more empiri-
cal analysis of learners’ activities [7; 8; 9]. Some of the main
objectives of such research are to reduce the number of drop
out students, to enhance learners’ motivation and to increase
learning success in MOOCs [9]. Indeed, in such learning
environments, the lack of direct guidance from an instructor
makes self-regulation very relevant [9].

Since learning environments supporting SRL place the
learner as the controller of the learning process, these en-
vironments should provide tools for measuring and scaf-
folding SRL [4]. A scaffold or intervention is defined as
an activity or event that can trigger SRL skills develop-
ment of learners within an online course, while SRL strat-
egy measures seek to establish SRL levels for learners [13;
4].

According to [14], self-regulation is divided into three dif-
ferent types: internal, behavioural and environmental. Dif-
ferent approaches described in the literature deal with inter-
nal self-regulation, i.e., affects, emotions, and motivation of
learners, and behavioural self-regulation, i.e., learning be-
haviours. As highlighted by [14], there is a lack of works
dedicated to analyse learning practices, leading to a kind of
environmental self-regulation, i.e. to have an optimal educa-
tional environment for the success of learning.

A recent systematic review [2] makes a comprehensive
synthesis, indicating that there is actually a noticeable shift
from using tools that only measures SRL, to tools that go be-
yond the measurement to provide interventions. This review
describes three trends of measurements that are used to pro-
mote SRL skills for learners in online learning environments:
(i) SRL measured through Self-report tools, where learners
reflect in a manual way, (ii) online measure of SRL based on
learning data comprising a series of events, and (iii) measure-
ment approaches that provide SRL interventions. This last
trend is still emerging, and there is a lack of frameworks that
help to integrate SRL measurement and interventions within
data models [2].

Regarding the first research question ”What are the re-
search requirements for SRL support at a large scale?”, we
would say that more empirical work is needed for investigat-
ing how to provide personalised interventions and scaffolds
to help learners in the SRL process. According to the litera-
ture, several approaches of interventions have been studied as
shown in the next paragraph.

2.3 Existing Approaches for SRL Support and
Interventions

Although a lack of empirical studies about how SRL can be
supported in online learning environments, there is some ev-
idence of different approaches that are used to provide SRL
interventions. Three different approaches supporting learners
to enhance their SRL skills were described [4]: (i) Learning
Analytics (LA) through dashboard visualizations, enhancing

learner activities through provision of suggested insights, (ii)
Artificial Intelligent software agents, that offer assistive activ-
ity guidance to students, and (iii) learner feedback built from
web-enabled prompts, facilitated through LA reports that as-
sess learners’ use of SRL strategies.

Other similar intervention approaches include [15]: (i)
prompts such as questions, suggestions and short answer
problems, (ii) feedbacks to trigger reflective activities and
deepen learner understanding, and (iii) integrated support
systems which are tools to support goals setting and SRL
strategies. This also addresses the role of human factors
including previous knowledge, cognitive and metacognitive
abilities in adapting SRL approaches to best fit the individual
learner needs.

According to [16], some existing studies provide partial
SRL support, and rarely combine different approaches. For
example, self-evaluation is already well supported in pro-
gramming courses thanks to automated assessment tools, as
well as goal setting and planning, while other strategies are
not yet experimented [16].

Regarding the second research question ”What are the
main existing SRL supports that have been investigated ?”,
the most common approaches described in the literature, es-
pecially in online learning environments, include the use of
Learning Analytics, prompts and feedback, and support sys-
tems for activity guidance, goal setting, planning and self-
reflection.

2.4 Automatic Guidance VS Autonomy
Learning environments supporting SRL should provide stu-
dents the ability to set up their learning goals, identify activ-
ities and strategies to achieve these goals, monitor and eval-
uate their progress [17]. Increasing students’ autonomy sup-
poses mixing self-reflection and explicit guidance when nec-
essary. A standard solution to tailor the learning process to
the learner needs include adaptive systems and Intelligent Tu-
toring Systems (ITS). While these systems are supposed to
guide the learning process, SRL requires to give control to
the learners. In other words, it is necessary to take a balance
between automatic guidance and autonomy. Thus, adaptive
learning systems and Intelligent Tutoring Systems should be
modified to support SRL, that is to say, giving control to the
learner and mixing self-reflection and explicit guidance when
necessary. Moreover, adaptive systems and ITS led to the de-
velopment of learner models [18]. Some particular learner
models appeared as a complementary way to support SRL:
Open Learner Models (OLM) [17]. Indeed, Open Learner
Models are scrutable and might support self-reflection and
metacognition as well as efficient, learner-controlled student
modelling.

3 Learner Models to support SRL
3.1 Open Learner Models
A self-regulated learning system can be seen as a modified
adaptive learning systems or ITS that supports SRL [17]. Pro-
viding a higher level of information could help learners to
refine critical reflection and to make informed decisions. In-
deed, the system has to provide personalized learning (rec-



ommending a next exercise, giving a simple list of relevant
exercises, etc.), but also to encourage self-reflection, and to
be able to justify interventions according to learners’ goals
and achievements. This is in relation to the concept of Open
Learner Model (OLM), that goes beyond the learner model
used in ITS and limited to a personalized learning perspec-
tive. While adaptive systems make use of learner information
(e.g., knowledge state) by using a learner model to adapt a
course or a system behaviour, the OLM approach pursues the
idea of displaying learner information by making the learner
model open to the learner and letting him choose the next
steps [19]. In traditional ITS, control is given to the sys-
tem which guides the learner in the learning process, but a
self-regulated learner should take over the control on his own
[17]. This is why the OLM approach is used to support the
learner’s reflection process by providing formative feedback
on the learning process or even engaging negotiation with the
learner [19]. Previous works on OLMs showed interesting ef-
fects on engagement with the learning content and the system
[20]. For example, [21] showed that OLM helps learners to
select better problems. Another example is reported in [22],
on the Leaning Tracker tool [23] which provides a significant
increased students’ success, comprising a dashboard with vi-
sualisation comparing learners’ own behaviour with success-
ful learners’ behaviour, in order to promote metacognition.

Personalised learning also comprises recommender sys-
tems that aim behavioural development by proposing specific
activities and providing a structured environment. However,
as noticed in the UNESCO report (2019) [24], it is impor-
tant not to delegate decision-making to Artificial Intelligence
(AI), but rather to serve the aims of humans. Learners should
be able to make informed decisions by themselves. OLM al-
lows the user (learner, teacher, peers and/or other stakehold-
ers in the education process) to view the content of the learner
model, in a human understandable form [25]. This focus on
understandability is necessary if users are to be able to act
appropriately on the learner model information [25]. To en-
sure the support is effective, the learner models must be in-
terpretable by users [26], i.e., based on explainable models.
As claimed in [27]: “the recommender system will not be
transparent enough to adapt in an insightful way to the indi-
vidual needs of students nor to the context of use”. It is nec-
essary to bring interdisciplinary expertise to develop explana-
tory learner models that provide interpretable and actionable
insights in addition to accurate prediction, rather than relying
on AI expertise alone [27].

A great variety of student modelling techniques have
emerged based on student interactions in learning activities
and knowledge measuring [28]. Knowledge Tracing is a pop-
ular technique used in ITS, in which modelling and predicting
student knowledge is a fundamental task.

3.2 Knowledge Tracing
Knowledge Tracing is a standard for inferring student knowl-
edge [29]. It is the task of modelling student knowledge over
time, so that we can accurately predict how students will per-
form on future interactions. This means that resources can
be suggested to students based on their individual needs, and
content which is predicted to be too easy or too hard can be

skipped or delayed. The problem of knowledge tracing is in-
herently difficult since human learning is complex, and has
been heavily studied within the intelligent tutoring commu-
nity to find appropriate and rich models [30]. In this sec-
tion we describe two main approaches that are used to build
student models, with their related pros and cons: Bayesian
Knowledge Tracing (BKT) [31], which is the most popu-
lar one and Deep Knowledge Tracing (DKT) [30], which
emerges as an alternative to BKT.

Bayesian Knowledge Tracing
A popular approach for student modelling is Bayesian
Knowledge Tracing (BKT), using simple Bayesian Networks
[32], or mostly Dynamic Bayesian Networks, having the
potential to increase the representational power of the stu-
dent model and improve prediction accuracy [33; 34; 35;
36]. BKT models a learner’s knowledge state as a set of bi-
nary variables [31], each of which represents understanding
or non-understanding of a single concept. For instance, when
making a prediction, the model is provided with the tag of
the exercise being answered, and must predict whether the
student will get the exercise correct, or false. This binary rep-
resentation of students’ understanding or skills is seen as the
main limitation of BKT [30]. However, this limitation can
easily be lifted, since Bayesian networks are not restricted to
binary random variables [37].

Knowledge representation. The selection of Bayesian
Networks to model students’ learning is justified by several
reasons in the literature. First, such methods are used in dif-
ferent domains in decision making [37], and in a wide vari-
ety phenomenon in ITS including models of students’ knowl-
edge [38]. Bayesian Networks can accommodate both em-
pirical and theoretical knowledge [39]. More specifically,
this modelling approach can take advantage of both empir-
ical and theoretical knowledge of SRL in large-scale online
environments [40]. Bayesian Networks are defined with a
directed acyclic graph between random variables that en-
code the probabilistic dependencies between variables, and
a set of conditional probability distributions (the parameters)
that encode the strength of these dependencies. Both the
structure and the conditional dependencies can be learned
using a variety of possible algorithms [37] or specified by
hand. At the intersection between Knowledge representation
and Machine Learning in Artificial Intelligence, these mod-
els can be iteratively built from knowledge elicitation [41;
42] to learning from data through successive refinements
[43].

Interpretable models. Bayesian Networks also have other
important advantages derived from their typology as proba-
bilistic graphical models. One is that we can visualize the
interaction of variables and have a better “understanding” of
the process, for example, when the dependencies between the
random variables have been defined in a causal way [41]. In
fact, thanks to their graphical dimension and their causal-
ity expressiveness, Bayesian Networks are de-facto “inter-
pretable” [44], i.e., can be easily “inspected” and “under-
stood” by experts or users.



Deep Knowledge Tracing
Recent studies showed improvement over state of the art per-
formance on dynamic probabilistic models. Models sup-
ported by Recurrent Neural Networks (RNNs) have been ap-
plied to the Knowledge Tracing Task, leading to the con-
cept of Deep Knowledge Tracing (DKT), showing predictive
power superior to BKT [30; 45]. RNNs were applied to data
from Khan Academy’s online courses to predict students’ per-
formance [30]. An improvement of this work is performed
later on a dataset from the MOOC Hour of Code, in which
data is structured in the form of program submissions, instead
of a binary form [45]. The deep learning model trains on a
student’s history of past code submissions and predicts the
student’s performance on the next exercise [45]. These stud-
ies highlighted a rich property of RNNs, such as their ability
to use information from an input in a prediction at a much
later point in time. The learned model does not need expert
annotations (it can learn concept patterns on its own) and it
can operate on any student input that can be vectorized. How-
ever, one disadvantage of RNNs over the previous Bayesian
Network based approaches, which was highlighted [30], is
that RNNs require large amounts of training data, and so are
not well suited to a small classroom environment. A more
recent work [29] explored a novel method to improve the pre-
diction process by combining Bayesian Neural Network with
DKT, in order to better model students’ learning and track the
process of students’ knowledge acquisition. This approach
showed performances on modelling feature-rich students’ be-
haviour data, preventing overfitting, enhancing the generali-
sation ability of the model, and accelerating the convergence
speed of the model [29].

4 Discussion and Conclusions
SRL aims both increasing students’ autonomy and guiding
their own learning while providing personalised and neces-
sary support. Based on that, one approach to face the chal-
lenges of measuring SRL in Open Online Environments and
building personalised interventions is to combine the OLM
and Knowledge Tracing approaches. To provide effective
SRL support, student models have to be interpretable by users
[26]. Providing explanations on learning process stimulate re-
flection on metacognition, beyond activity recommendations.

From the presented student modelling approaches, we
would say that DKT seems to be an improvement over BKT
with regard to the prediction performance [30; 45], how-
ever BKT offers more valuable insights on how explana-
tions are communicated to the end user to be understand-
able [44]. DKT is also empirically well suited in case of
large amounts of data, having high semantic complexity and
manually choosing features is tedious or insufficient [45].
In addition, from the approach that combines Bayesian neu-
ral network with DKT [29], we would say that DKT may
not be sufficient on its own and needs to take advantage
from Bayesian Networks, although it provides a high predic-
tion performance. Since SRL needs theoretical knowledge
to be tracked and measured, we could expect a set of hu-
man input and expert knowledge needed to feed the learner
model, and so Bayesian Networks would be more suited.

Moreover, existing work [40] has shown promise in being
able to predict SRL behaviours early into interaction, using
Bayesian Networks. This may include features related to the
self-regulation process, such as planning and monitoring be-
haviours [40].

Regarding our ultimate research question ”What are the
computational approaches for supporting SRL in online
learning environments?”, applying Bayesian modelling tech-
niques would be a sound approach towards supporting SRL in
Open Online Environments, and so at scale. This can include
SRL measures and personalised interventions. Bayesian Net-
works (or Dynamic ones) offer interesting insights for acquir-
ing and updating learners’ models as OLMs, about cognitive
and metacognitive skills and progression of learners. In a
future work, we will attempt to test this approach on data
from large populations, to conduct experimental research.
This will include data corpus resulting from available large
scale learning platforms comprising MOOCs series (available
on FUN and Edx platforms) and an exercise-based platform
(France IOI).

Adopting a design-based research approach is necessary
to tackle empirical analysis of learner activities [46]. This
will enable to combine two complementary research focuses
with feedback from real experiments (technical and social ap-
proach). In such context, conducting an experimental study
necessitate an interdisciplinary research.
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bert, “A competence-based service for supporting self-
regulated learning in virtual environments.,” Journal of
Learning Analytics, vol. 2, no. 1, pp. 101–133, 2015.

[18] A. T. Corbett, K. R. Koedinger, and J. R. Anderson,
“Intelligent tutoring systems,” in Handbook of human-
computer interaction, pp. 849–874, Elsevier, 1997.

[19] S. Bull and J. Kay, “Open learner models,” in Advances
in intelligent tutoring systems, pp. 301–322, Springer,
2010.

[20] J. Guerra, R. Hosseini, S. Somyurek, and P. Brusilovsky,
“An intelligent interface for learning content: Combin-
ing an open learner model and social comparison to sup-
port self-regulated learning and engagement,” in Pro-
ceedings of the 21st international conference on intelli-
gent user interfaces, pp. 152–163, 2016.

[21] A. Mitrovic and B. Martin, “Evaluating the effect of
open student models on self-assessment,” International
Journal of Artificial Intelligence in Education, vol. 17,
no. 2, pp. 121–144, 2007.

[22] D. Lee, S. L. Watson, and W. R. Watson, “Systematic
literature review on self-regulated learning in massive
open online courses,” Australasian Journal of Educa-
tional Technology, vol. 35, no. 1, 2019.

[23] D. Davis, G. Chen, T. Van der Zee, C. Hauff, and G.-
J. Houben, “Retrieval practice and study planning in
moocs: Exploring classroom-based self-regulated learn-
ing strategies at scale,” in European conference on tech-
nology enhanced learning, pp. 57–71, Springer, 2016.
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